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Abstract

Ultra Dense Network (UDN) in which Base Stations (BSs) are deployed at an ultra high density is a promising

network model of the future wireless generation. Due to ultra densification, reuse of frequency bands with a ultra

high density is compulsory for this network. However, the research work on the deployment of frequency reuse

technique such as Fractional Frequency Reuse (FFR) on UDNs has not been well-investigated. This paper focuses

on modeling and performance analysis of a general FFR model in UDNs. Instead of assuming that there are are

two user groups in each cell, the associated users in this paper are classified into N groups in which each group

is served by a specific power level. The paper introduces a simple approach to obtain the coverage probability

of a typical user in the case of a general path loss model. In the case of stretch path loss model for UDN, the

approximated expression of user coverage probability is derived. Throughout the analytical and simulation results,

there important conclusions are stated: (i) the user coverage probability increases to a peak before passing a decline

when the density of BSs increases; (ii) an increase in BS transmission power may decrease the user performance;

(iii) a higher number of user groups can improve the user performance.

Index Terms

Ultra Dense Network, Fractional Frequency Reuse, Poisson Point Process, Coverage Probability

I. INTRODUCTION

In recent years, the number of networked devices and the mobile traffic have risen critically. According

to Cisco report [1], the number of networked devices in 2023 will reach 29.3 billions which is about

3 times greater than the world population. This will make the mobile data traffic increase by 8 times
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in next few years. The explosive growth has encouraged the development of the sixth generation (6G)

mobile networks to provide the ultra-high data rate, ultra-low latency, ultra-large number of connections

as well as ultra-wide coverage area [2], [3]. To meet the requirements of 6G networks, Ultra Dense

Networks (UDNs) in which the distance between two adjacent Base Stations (BSs) is around 10m has

been introduced as a promising solution [4], [5]. The millimeter wave is recognized as the ideal frequency

bands for UDNs.

However, the deployment of BSs with an ultra-high dense introduces new challenges. Specifically,

the power loss of the transmitted signal in UDNs should be carefully investigated since the mmWave

is extremely sensitive to transmission environment. Moreover, the interference between cells can not

be ignored when the BSs are very close together. Therefore, a large number of research works have

been conducted to investigate the UDNs performance analysis through path loss modeling and intercell

interference coordination technique.

The performance of wireless systems strongly depends on the power loss of the radio signal. In order

to analyze the network performance, the path loss model should be studied first. The multi-slope path

loss model in which the signal can experience more than one path loss exponents was widely studied

[6], [7], [8], [9]. For each slope, the power loss follows the conventional model which is formulated as

Loss = r−α, in which r and α are the horizontal distance and the path loss exponent. The authors based

on the probability of Line-of-Sight (LoS) and non-Line-of-Sight (nLoS) to compute the power loss over

the transmission link. The coverage probability and spectrum efficiency were analyzed. The impacts of

density of BSs and their heights were examined [10], [11], [12]. Other related works modeled the power

loss as a exponential function of the distance such as [13], [14]. Recently, the stretched path loss model

was introduced in Reference [15]. In this model, the path power loss over a distance r is determined as

αrβ in which α and β are turnable parameters. Through experimental measurements, the author proved

that the stretched path loss is more suitable for UDNs than previous models in the literature. Thus, we

utilize this model to analyze the UDNs.

Frequency Reuse technique is a popular technique in wireless communications, in which two cells

in a cellular system can use the same frequency band. The demand for reuse of frequencies became

more necessary in the 4G systems since these system requires much more BSs to cover the services

area than its previous generations. Thus, the Frequency Reuse technique has been improved to allow two

adjacent BSs transmit on the same frequency band at the same time. Currently, this technique is known
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as Fractional Frequency Reuse (FFR). The ideal of FFR is to divide the associated users and allocated

frequency resources into 2 groups respectively so that each group of users is served by a particular group

of frequency resources. By this way, the intercell interference can be minimized and the user performance

can be improved. Althrough Fractional Frequency Reuse (FFR) has well-investigated for 4G systems, the

deployment of this technique for future cellular network systems such as 6G is being at the early stage[16],

[17], [18], [19], [20], [21]. The authors in [16], [22] discussed about the challenges and approaches of

FFR utilization in the future cellular systems. The effects of FFR algorithm on network performance were

discussed in [19]. In this work, the optimal frequency reuse factor was derived to optimize energy and

spectral efficiency. The author in [21] introduced an approach to achieve load-balancing between macro

BSs and small BSs. Although these works derived important concepts about FFR algorithm techniques

for the future mobile systems, the classification of users into groups has not been well-discussed. The

author in [20] discussed about the user classification. However, this work only performed simulation with

the mmWave at 26-GHz band. Moreover, in all works discussed above, the two-phase operation of FFR

algorithm has not been studied. This motives us to model and examine the performance of FFR algorithm

in UDNs.

The performance analysis of FFR for regular cellular networks with low densities of BSs has been

conducted in some interesting works in the literature. Reference [23] introduced an analytical approach

and important initial results regarding to the effects of FFR on the cellular networks. In our work [24],

the uplink performance with power control was considered. The closed-form expressions of performance

metrics were given by utilizing Gaussian Quadrature. Recently, the author in [25], [26] presented fully

closed-form expression. However, these work only studied regular path loss model in which the received

power over a distance of r is Pr−α (P is the transmission power). In the case of UDN, as discussed

in previous paragraph, this path loss is no longer suitable and should be replaced by stretch path loss

model αrβ . With the deployment of stretch path loss model, the kernel integral of user performance metric

expressions became more complicated [15], [27]. Thus, the approaches in [24], [25], [26] are no longer

applicable and the closed-form expressions were only found in the form of Polylogarithm function when

2/β is an integer number. In this paper, we bases on the Taylor expansions to obtain the simple form of the

performance metrics before utilizing confluent hypergeometric function and Gauss - Laguerre quadrature

to derive their closed-form expressions for all case of β. In the case of 2/β, the closed-form expressions

degrade into much more simple forms which does not rely on confluent hypergeometric function.
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Moreover, the works in the literature only discussed FFR with two user groups and two power levels

which is equivalent to FFR with the reuse factor of 3. In our recent works [28], a general FFR algorithm

with N user group was introduced for regular cellular networks with low density of BSs and path loss

model r−α. However, in these type of networks, the downlink SINR does not vary significantly over

distance [29]. Thus, an increase in number of user groups N did not bring any benefit to the user

performance as shown in [28]. In contrast, mmWave experiences fast attenuation over distances, the

downlink SINR of user in UDNs usually varies over a large range. Thus, the FFR with two user groups

may not be suitable for UDNs. This paper indicates that the user coverage probability is significantly

improved when the number of user groups increases from 2 to 3 while the total power consumption

remains unchanged.

Generally, compared to the aforementioned works in the literature, the contributions of this work are

summarized as follows

• We investigate the general model of FFR for UDNs in which the users are classified into N groups.

Each group of users is served by a appropriate power level. Thus, N power levels are utilized in this

system model.

• We introduce an other approach to obtain the simple form of user coverage probability expression

under a general path loss model. In the case of stretch model, we derive its closed-form expression

by following confluent hypergeometric function and Gauss - Laguerre quadrature.

• Two interesting findings are found in this work. Firstly, the user coverage probability reaches a peak

before passing a decline when the density of BSs increases. Secondly, an increase in transmission

power may result in a decline in user coverage probability.

• The analytical results indicates that the user coverage probability can increase upto 13.9% when the

number of user groups rises from 2 to 3 and the total power of the BSs is kept constant.

II. SYSTEM MODEL

This paper studies single tier UDNs in which BSs are distributed according to a spatial Poison Point

Process (PPP) with mean λ (BS/km2). Denote θ is the set of BSs in the networks.

It is supposed that all the signals traveling within the network area experiencing the same path loss

model and Rayleigh fading with PDF f(γ) = exp(−γ). Denote Lr is the received power over a distance

of r when the transmit power is 1. Lr can be called as power loss or path loss over a distance r. Lr is a

decreasing function.
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The user usually prefers a connection to BS n with the strongest average received signal strength. For

example, the user associates with a BS at a distance if its average received signal strength PLr > PL(rk)

∀k ∈ θ\n or r < rk,∀k ∈ θ\n. Thus, it is state that in the case of the same path loss model, the BS with

the highest average received signal of a user is the nearest BS of that user. The PDF and CDF of r are

respectively given by

f(r) = 2πλ exp(−πλr2) (1)

and F (r) = 1− exp(−πλr2) (2)

For the utilization of FFR, each BS classifies its associated users into N groups by N + 1 SINR

thresholds, denoted by T0, T2,....,TN . It is assumed that T0 ≤ T2 ≤ .... ≤ TN . Meanwhile T0 and TN are

lower and upper bounds of SINR respectively, other values of T1, T2, ... ,TN−1 can be chosen appropriately

for particular purposes such as user performance optimization or minimize power consumption. Each group

of users are served by a specific power level. Thus, each BS utilizes N power levels such as P1, P2,...,PN

(P1 ≥ P2 ≥ ... ≥ PN ). The lowest power level PN is set at the transmit power P on the control channel,

PN = P . The operation of FFR can be modeled as two consecutive phases which are called establishment

phase and communication phase.

A. Establishment phase

The total interference power on a single control channel during the establishment phase is given by

Io =
∑
j∈θ

PNg
(o)
j Lrj (3)

in which g(o)j is the power gain of the channel from the user to interfering BS j.

Thus, the SINR is obtained by

SINR(o)(r) =
PNg

(o)Lr
Io + σ2

(4)

The event that a user is assigned into Group n is defined as

Tn−1 < SINR(o)(r) < Tn (5)
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and the corresponding probability is given by

PAn(r) = P
[
Tn−1 < SINR(o)(r) < Tn

]
(6)

Substituting Equation 4 into Equation 6, we obtain

PAn(r) =P
[
Tn−1 <

PNg
(o)Lr

Io + σ2
< Tn

∣∣∣∣r]
=P
[
Tn−1

Io + σ2

PNLr
< g(o) < Tn

Io + σ2

PNLr

∣∣∣∣r] (7)

The probability above can be obtained from Appendix A with T̂ = 0. Hence, the association probability

PAn(r) is given by

PAn(r) = sn−1 exp

(
− 2πλ

Tn−1
υ(Tn−1)

)
− sn exp

(
−2πλ

Tn
υ(Tn)

)
(8)

in which M is an integer and is selected so that the Taylor series in Equation 34 converges. For sufficient

computation, M = 10 is selected in this paper.

υ(x) =




∑M

m=1(−1)m−1Lm−1r x2−m
∫ L−1

Lr
x

r
rjL

1−m
rj

drj

+
∑M

m=0(−1)mxm+2
n L−1−mr

∫∞
L−1
Lr
x

rjL
m+1
rj

drj

 for x > 1

∑M
m=0(−1)mxm+2L−1−mr

∫∞
r
Lm+1
rj

rjdrj for x < 1

(9)

and ŝ = exp
(
− 1
L(r)

T̂
γn

)
and sn = exp

(
− 1
L(r)

Tn
γN

)
.

The association probability of the typical user in the network with Group n is obtained by

PAn = 2πλ

∫ ∞
0

[
sn−1 exp

(
− 2πλ

Tn−1
υ(Tn−1)

)
− sn exp

(
−2πλ

Tn
υ(Tn)

)]
f(r)dr (10)

B. Communication phase

With the employment of FFR, since the BS utilizes a higher power level to serve users with the lower

received signal strength, Group n which contains of users with Tn−1 < SNR < Tn will be served by

transmission power level Pn.

Due to sharing the RBs between cells, each user experiences ICI from all neighbouring cells. These

interfering cells can be classified into N groups in which interfering group k transmits at a power level

of Pk. Let λk is the density of interfering BSs in Group k. Then
⋂N
k=1 θk = θ and

∑N
k=1 λk = λ
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The interference power from BSs in Group k is determined by

Ik = Pk
∑
j∈θk

gjLrj (11)

in which rj and gj is the distance and channel power gain from the user to its interfering BS j in Group

k

The total ICI power at the typical user is given by

I =
N∑
k=1

Pk
∑
j∈θk

gjLrj (12)

The downlink SINR of a user in Group n during the communication phase is given by

SINRn(r) =
PngLr∑N

k=1 Pk
∑

j∈θk gjLrj + σ2
(13)

in which g and r is the channel power gain and the distance from the user to its serving BS.

III. PERFORMANCE EVALUATION

A. Definition metrics

a) Coverage Probability of a user in Group n : The user in Group n is under network coverage if

1) Its downlink SNR during establishment phase satisfies Inequality 5

2) Then, its downlink SINR during communication phase is greater than the pre-defined coverage

threshold T̂

Therefore, the coverage probability of the user in Group n formulated as the following conditional

probability

Pn(T̂ ) = P
(
SINRn(r) > T̂ |Tn−1 < SINR(o)(r) < Tn

)
(14)

in which

• Tn−1 < SINR(o)(r) < Tn is the event that the user associates with Group n

• SINRn(r) > T̂ is to ensure that the received SINR of the user during communication phase is

greater than the required SINR for successful data transmission.

The coverage probability definition in Equation 14 covers other definitions in related works in the literature.

For example,



8

• The definition in References [30], [31] for single group of users and can be obtained by selecting

N = 1, T0 = 0 and T1 =∞.

• The definition in References [23], [32] for two groups of users corresponds to N = 2, T1 = 0,

T1 = T and T2 =∞.

Theorem 3.1: The coverage probability of the user in Group n in SINR-based model is given by

Pn =

2πλ

∫
∞

0


ŝsn−1

∏N
k=1 exp

[
− 2πλk
T̂
γk
γn
−Tn−1

(
υ
(
T̂ γk
γn

)
− υ(Tn−1)

)]
−ŝsn

∏N
k=1 exp

[
2πλk

T̂
γk
γn
−Tn

(
υ
(
T̂ γk
γn

)
− υ(Tn)

)]

 f(r)dr

2πλ
∫∞
0

[
sn−1 exp

(
− 2πλ
Tn−1

υ(Tn−1)
)
− sn exp

(
−2πλ

Tn
υ(Tn)

)]
f(r)dr

(15)

Proof: See Appendix A �

The expression of coverage probability Pn in Equation 15 can cover all related cases in the literature.

For example, the results in [23] refers to N=2 and threshold T1 = 0, T2 = T and T3 = ∞. P1 and P2

corresponds to coverage probability of Cell-Center User and Cell-Edge User respectively.

Furthermore, this expression is much more simple than related previous expressions in the literature

for N ≤ 2 such as [23], [15]. Take the regular path loss model in which the path loss over a distance r

and path loss exponent τ is r−τ for example. The integral of υ(x) has a form of
∫∞
a
y−zdy (z > 0) and

can be computed easily.

b) Coverage probability of a typical user: The typical user that is located at a random position in

the network can be assigned to any group. Thus, the coverage probability of the typical user is defined as

P(T̂ ) =
N∑
n=1

E
[
Pn(T̂ |r)PAn(r)

]
(16)

in which

• Pn(T̂ |r) is the coverage probability of the user at distance r from its serving BS.

• PAn(r) is the probability of that user to be assigned into Group n

Taking the expected value with respect to the variable r, the we get

P(T̂ ) = 2π
N∑
n=1

λn

∫ ∞
0

E
[
Pn(T̂ |r)PAn(r)

]
exp

(
−πλr2

)
dr (17)
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Corollary 3.1: The coverage probability of the typical user is given by

P(T̂ ) = 2π
N∑
n=1

λn

∫ ∞
0



∏N

k=1 ŝsn−1 exp

[
− 2πλk
T̂
γk
γn
−Tn−1

(
υ
(
T̂ γk
γn

)
− υ(Tn−1)

)]
−
∏N

k=1 ŝsn exp

[
− 2πλk
T̂
γk
γn
−Tn

(
υ
(
T̂ γk
γn

)
− υ(Tn)

)]

 exp(−πλr2)dr

(18)

Proof: The coverage probability of the typical user in Equation 16 is re-formulated as follows

P(T̂ ) =
N∑
k=1

E
[
P
(
SINR(r) > T̂

∣∣Tn−1 < SINR(o)(r) < Tn

)
P
(
Tn−1 < SINR(o)(r) < Tn

)]
(19)

=
N∑
k=1

E
[
P
(
SINR(r) > T̂ , Tn−1 < SINR(o)(r) < Tn

)]
(20)

where (20) is obtained by following the Bayes rule.

Using the result of Appendix A, the desired result can be given. �

c) The power consumption: Since a user at a distance r from its serving BS is assigned to Group

n and served by a power level of Pn with a probability of PAn, the power power consumption of a BS,

which is utilized to serve the this user is

P n = PnPAn (21)

in which PAn is defined in Equation 8.

The power consumption of the BS uses to serve the typical user is obtained by

P =
N∑
n=1

∫ ∞
0

PnPAnf(r)dr (22)

IV. APPROXIMATED EXPRESSIONS FOR STRETCHED PATH LOSS MODEL

The path loss under stretch path loss model over a distance r is defined by Lr = exp(−αrβ) in which α

and β are tunable parameters. While β represents the density of obstacles on the radio channel, α depends

on characteristics of these obstacles. The inverse function of the path loss is L−1(x) =
(
− log x

α

)1/β
.

It is seen from Equations 10, 15 and 18, the performance metrics are the function of υ(x). To find the

closed-form of the performance matrices, the closed-form expression of υ(x) should be derived first.
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Theorem 4.1: The closed-form expression of υ(x) is given by

υ(x) =



βx
2

∑M
m=1(−1)m−1

 ( τxα )2/β 1F1

(
1, 1 + 2

β
, (1−m)τx

)
−r2x1−m1F1

(
1, 1 + 2

β
, (1−m)τ1

)


+x
β

∑M+1
m=1 (−1)m−1(αm)−2/βU

(
1− 2

β
, 1− 2

β
,mτx

) for x > 1

x
β

∑M+1
m=1 (−1)m−1xm(αm)−2/βU

(
1− 2

β
, 1− 2

β
,mτ1

)
for x < 1

(23)

in which

• τx = αrβ + log(x) and τ1 = αrβ .

• 1F1(., ., .) is confluent hypergeometric function of the first kind

• U(., ., .) is confluent hypergeometric function of the second kind

A. When 2/β is an integer

When 2/β is an integer, υ(x) can be obtained by

υ(x) =




xβ

2
1

(2/β)!

∑2/β
ω=1

 τ
2/β
x

α2/β τ
−ω
x

−r2τ−ω1

∑M
m=1

(−1)m−1

(1−m)ω

+x (2/β−1)!
α2/β

∑2/β
ω=1

τω−1
x

(ω−1)!
∑M+1

m=1
(−1)m−1

m2/β−ω+1

 for x > 1

x (2/β−1)!
α2/β

∑2/β
ω=1

τω1
(ω−1)!

∑M+1
m=1

(−x)m
(m+1)2/β−ω+1 for x < 1

(24)

Proof: See Appendix B �

Lemma 4.2: The association probability of user in Group n in Equation 10 and the coverage probability

of the typical user in Equation 16 can be expressed by the flowing approximated closed-forms

PA =

MG∑
m=1

ωj

[
ζ

(
Tn−1, 0, r =

√
ti
πλ

)
− ζ

(
Tn, 0, r =

√
ti
πλ

)]
(25)

Pn =

∑MG

m=1 ωj

[
ζ(Tn−1, T̂ , r)− ζ(Tn, T̂ , r =

√
ti
πλn

)
]

∑MG

m=1 ωj

[
ζ(Tn−1, 0, r =

√
ti
πλn

)− ζ(Tn, 0, r =
√

ti
πλn

)
] (26)

P(T̂ ) =
N∑
n=1

NG∑
m=1

ωj

[
ζ

(
Tn−1, T̂ , r =

√
ti
πλn

)
− ζ

(
Tn, T̂ , r =

√
ti
πλn

)]
(27)

where NG are the degree of the Laguerre polynomial, ti and wi are the i-th node and weight of the

quadrature.
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Fig. 1. Coverage probability of user groups

Proof: The desired results are obtained by using a change of variable y = πλr2, y = πλnr
2 and

utilizing the Gauss - Laguerre [33] which states that
∫∞
0
f(t)e−t ≈

∑NGL
i=1 ωif(ti) �

V. SIMULATION AND PERFORMANCE ANALYSIS

A. Theoretical Validation

In this section, we utilize Monte - Carlo simulation to verify the analytical results. The tunable parameter

of the stretch path loss model are selected as β = 2/3 and α = 0.3. The number of users groups is N = 3

and four thresholds are adopted as T0 = −∞, T1 = −15, T2 = −13, T3 = ∞ dB. According to 3GPP

recommendation [34], the power ratio between group varies from 2 to 20. Thus, the serving powers of

user groups are selected as P1 = 10P3, P2 = 5P3. The density of BSs is assumed at λ = 30 BS/km2. As

shown in Figure 1, the theoretical curves visually match with the Monte Carlo simulation ones, which

can confirm the accuracy of the analytical results.

With the selection of SINR thresholds, the users in Group 1, 2 and 3 are users with downlink SINR

on the control channel during establishment phase in ranges (-∞,−15), (−15,−13), and (−13,∞) dB

respectively. However, Figure 1 indicates that the typical user during communication phase in Group 1
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outperform other in Group 2and Group 3 . For example, when coverage threshold T̂ = 0 dB, the coverage

probability of the typical user in Group 1 P1= 0.7112 which is 1.256 and 1.448 times greater than others

in Group 2 and Group 3, respectively. This phenomenon can be explained as follows

• During the communication phase, all users experience the same statistical interference power.

• The serving power of the users in Group 1 is 10 and 5 times greater than those in Group 2 and 3

respectively

Therefore, the users in Group 1 can experience higher SINR and consequently better coverage probability.

B. Effects of SNR and density of BSs

In Figure 2, we examine the effects of SNR and the density of BSs on the coverage probability of the

typical user in which SNR is defined as SNR = P/σ2. There are two interesting findings in this figure

that contradicts to other related works in the literature.

1) Finding 1: The user coverage probability increases to the peak before passing a decline when the

density of BSs λ increases.

2) Finding 2: At high values of λ, increasing the serving power of a user may results in the decline

of its performance.

Regarding to Finding 1, the authors in [15] stated that the user coverage probability exponentially reduces

when λ increases. In [15], the authors assumed that SNR ≈ +∞. Hence, the effect of SNR on the

network performance was not considered.

In the case of SNR is limited, the downlink SINR from Equation 13 is re-written as follows

SINRn(r) =
gLr

I/Pn + 1/SNR
(28)

When λ is a small number such as λ < 60 in the case of SNR = 20 dB, an increase in λ leads

to the growth of serving power, and interfering power which is still small compared to 1/SNR. Thus,

the denominator of Equation 28 increases at a higher rate than the numerator. Consequently the received

SINR and user coverage probability increases in this case. Specifically, when λ increases from 10 to 40,

the user coverage probability rises by 63% from 0.4968 to 0.8905. In contrast, when λ is large enough, an

increment in interfering power obtained when λ increases greater than 1/SNR. Thus, both the received

SINR and user coverage probability experience declines.
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Regarding the Finding 2, most of the works in the literature stated that when transmit power increases,

the user performance reaches to a peak and keeps constant. However, in the case of UDNs utilizing

FFR, an increase in the transmission power lead to an improvement to the received SINR during the

establishment phase. Thus, some users will be pushed from lower groups with high serving powers such

as Group 1,2 to higher groups such as Group 2,3 with low serving powers. When λ is a small number,

the interfering power is relatively smaller than 1/SNR. Thus, an increase in SNR leads to a significant

decline in 1/SNR and consequently the interfering power + 1/SINR. Thus, the user coverage probability

increases with SNR when λ is relatively small. In contrast, the interfering power is significantly greater

than 1/SNR if λ is large enough. Therefore, the positive effects of SNR on the user coverage probability

reduces with SNR. This may result in a decline in user coverage probability when SNR increases. Take

λ = 180 for example, the user coverage probability is 0.7863 at SNR = 10 dB which is 7.6% greater

than that at SNR=30dB. Generally, this finding can state that if an increases in the density of BSs is

compulsory, please reduce their transmission power.
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C. Effects of number of user groups

In this section, we compare the user coverage probability for two cases: N = 2 and N = 3. The

total power of a BS is set the same for both cases. Thus, these cases have different user classification

strategies which are represented through the SINR thresholds. The analytical parameters are selected as

the following table.

TABLE I
COMPARISION PARAMETERS IN CASES OF N = 2 AND N = 3

Threshold (dB) Power PAn
N=2 (−∞,−2.5,∞) 10P, P 0.7108, 0.2892
N=3 (−∞,−7.5, 8.5,∞) 10P, 5P, P 0.4659, 0.5165, 0.0176
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Fig. 3. Effects of number of user groups on user performance

Due to the fast attenuation of mmWave, the received SINR on the downlink of the typical user varies in

a large range. Thus, use of a specific power level may not efficiently improve the performance of users. For

example in the case of N = 2 with SINR threshold T1 = −2.5dB, three are some users with SINR <<

−2.5 dB. These users requires a significantly higher power to achieve acceptable performance. Thus, the

serving power 10P is a suitable choice for these users. However, there exists users with SINR ≈ −2.5

dB. Use of a high power level such as 10P may bring negative effects to user performance as analysis in
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Section V-C. Therefore, the system with a higher number of user groups can achieve better performance

than others.

As seen from Figure 3, the system with three user groups (N = 3) outperform other with two user

groups (N = 2), especially when the density of BSs λ is at high values. For example, when λ = 80

BS/km2, the coverage of the typical user in the case of N = 3 is at 0.8786 which is 13.9% higher that

corresponding value in the case of N = 2

VI. CONCLUSION

This paper modeled a UDNs network system utilizing FFR in which the associated users of each BS are

classified into N groups. By which each group is served by a predetermined power level. Throughout the

mathematical transformation, the user coverage probability was derived. The paper introduced a simple

approach to obtain user coverage probability in the case of a general path loss model and approximated

form in the case of stretch path loss model. Through the analytical and simulation results, two interesting

statements were found: (i) the user coverage probability reach a peak before passing a decline when

the density of BSs increases, (ii) an increase in transmission power may result in a decline in user

coverage probability. The paper also stated that an increase in number of user groups can improve the

user performance without additional requirement of BS transmission power, particularly the user coverage

probability increase 13.9% when the number of user groups rises from 2 to 3.
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APPENDIX A

PROOF OF THEOREM 3.1

Ihe coverage probability of the user at a distance r from its serving BS which is defined in Equation

14 can be re-written as follows

PSINRn = P
(
SINRn(r) > T̂

∣∣Tn−1 < SINR(o)(r) < Tn

)
=

P
(
SINRn(r) > T̂ , Tn−1 < SINR(o)(r) < Tn

)
P (Tn−1 < SINR(o)(r) < Tn)

(29)
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The numerator of Equation 29 is computed as the following steps

P
(
SINRn(r) > T̂ , Tn−1 < SINR(o)(r) < Tn

)
= P

(
PngL(r)

I + σ2
> T̂ , Tn−1 <

g(o)L(r)

Io + 1/γ
< Tn

)
= P

(
g > T̂

I + σ2

PngL(r)
,
Tn−1 (Io + σ2)

PNL(r)
< g(o) <

Tn (Io + σ2)

PNL(r)

)
(30)

in which Io and I are defined in Equations 4 and 12. Since g and g(o) are exponential random variables

with CDF f(x) = exp(−x), the probability above can be re-written as follows

E

ŝ N∏
k=1

∏
j∈θk

exp

(
−T̂ PkgjL(rj)

PnL(r)

) sn−1
∏

j∈θ exp

(
−Tn−1g

(o)
j L(rj)

L(r)

)
−sn

∏
j∈θ exp

(
−Tng

(o)
j L(rj)

L(r)

)

 (31)

in which ŝ = exp
(
− 1
L(r)

T̂
γn

)
and sn = exp

(
− 1
L(r)

Tn
γN

)
Taking the expectation with respect to random variable r whose PDF is given by Equation 1

2πλ

∫ ∞
0

E


ŝ
∏N

k=1

∏
j∈θk exp

(
−T̂ PkL(rj)

PnL(r)
gj

)
×

 sn
∏

j∈θ exp
(
−Tn L(rj)L(r)

g
(o)
j

)
−sn−1

∏
j∈θ exp

(
−Tn−1L(rj)L(r)

g
(o)
j

)

 exp

(
−πλr2

)
dr (32)

The expectation in Equation 32 can be expressed as the difference of two expectations in which the

second one, denoted by ζ(Tn, T̂ , r) can be evaluated as follows

ζ(Tn, T̂ , r) = E

ŝsn N∏
k=1

∏
j∈θk

1

1 + T̂
PkLrj
PnLr

∏
j∈θ

1

1 +
Tn−1Lrj

Lr


= ŝsn

N∏
k=1

Eθk

∏
j∈θk

1

1 + T̂
PkLrj
PnLr

1

1 +
TnLrj
Lr


= ŝsn

N∏
k=1

exp

−2πλk

∫ ∞
r

1− 1

1 + T̂
γkLrj
γnLr

1

1 + Tn
Lrj
Lr

 rjdrj


= ŝsn

N∏
k=1

exp

− 2πλk

T̂ γk)
γn
− Tn

∫ ∞
r

T̂ γkLrj
γnLr

1

1 + T̂
γkLrj
γnLr

− T 2
n

Lrj
Lr

1

1 + Tn
Lrj
Lr

 rjdrj
 (33)

in which Equation 33 is obtained by assuming that T̂
γkLrj
γnLr

6= Tn
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These integrals in Equation 33 can be simplified using the application of Taylor series that states [35]

1

x+ 1
=


∑M

m=1(−1)m−1x−m for x > 1∑M
m=0(−1)mxm for x < 1

, (34)

Thus the second integral, denoted by υ(Tn), can be expanded as follows

• If Tn > 1, then Tn
Lrj
Lr

> 1 when r = rj

υ(Tn) = Lm−1r T 2−m
n

M∑
m=1

(−1)m−1
∫ L−1

Lr
T

r

rjL
1−m
rj

drj + Tm+2
n L−1−mr

M∑
m=0

(−1)m
∫ ∞
L−1
Lr
T

rjL
m
rj
drj (35)

• If Tn < 1, then Tn
Lrj
Lr

< 1 when r = rj

υ(Tn) = Tm+2
n L−1−mr

M∑
m=0

(−1)m
∫ ∞
r

Lm+1
rj

rjdrj (36)

Similarly, the first integral in Equation 33 can be expressed as υ
(
T̂ γk
γn

)
. Hence ζ(Tn, T̂ , r) can be

re-written as follows

ζ(Tn, T̂ , r) = ŝsn

N∏
k=1

exp

[
− 2πλk

T̂ γk
γn
− Tn

(
υ

(
T̂
γk
γn

)
− υ(Tn)

)]
(37)

Similarity, the first expectation in Equation 32 is ζ(Tn−1, T̂ , r) which is obtained by replacing T̂ in

Equation 37 by T̂ γk)
γn

.

The numerator can be obtained by utilizing above approach for T̂ = 0. Hence, the numerator is given

by

2πλ

∫ ∞
0

[
sn−1 exp

[
−2πλ

υ(Tn−1)

Tn−1

]
− sn exp

[
−2πλ

υ(Tn)

Tn

]]
f(r)dr (38)

Consequently, the coverage probability Pn is obtained by

Pn =

2πλ

∫
∞

0


ŝsn−1

∏N
k=1 exp

[
− 2πλk
T̂
γk
γn
−Tn−1

(
υ
(
T̂ γk
γn

)
− υ(Tn−1)

)]
−ŝsn

∏N
k=1 exp

[
− 2πλk
T̂
γk
γn
−Tn

(
υ
(
T̂ γk
γn

)
− υ(Tn)

)]

 f(r)dr

2πλ
∫∞
0

[
sn−1 exp

[
−2πλυ(Tn−1)

Tn−1

]
− sn exp

[
−2πλυ(Tn)

Tn

]]
f(r)dr

(39)

The Theorem 3.1 has been proved.
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APPENDIX B

Substituting Lrj = exp
(
αrβj

)
, there integrals of υ(x) can be computed as follows

1) The first integral∫ L−1
Lr
x

r

rjL
1−m
rj

drj

=

∫ (rβ+ log(x)
α )

1/β

r

rj exp
(
−α(1−m)rβ

)
drj

=
1

β

∫ rβ+
log(x)
α

0

u2/β−1 exp (−α(1−m)u) du− 1

β

∫ rβ

0

u2/β−1 exp (−α(1−m)u) du (40)

=
1

2α2/β
τ 2/βx 1F1

(
2

β
, 1 +

2

β
, (m− 1)τx

)
− r2

2
1F1

(
2

β
, 1 +

2

β
, (m− 1)τ1

)
(41)

in which Equation 40 follows transformation of variable u = rβ , Equation 41 follows [36, p.348]

Using the properties of confluent hypergeometric function of the first kind, 1F1(a, b, z) = ez1F1(b−

a, b,−z), then

1

2α2/β
τ 2/βx exp ((m− 1)τx) 1F1

(
1, 1 +

2

β
, (1−m)τx

)
− 1

2α2/β
τ
2/β
1 exp ((m− 1)τ1) 1F1

(
1, 1 +

2

β
, (1−m)τ1

)
(42)

• When 2/β is an integer, the confluent hypergeometric function of the first kind 1F1 is obtained

by [35, p.324]

1F1

(
1, 1 +

2

β
, (1−m)τ1

)
=

2/β∑
ω=1

1

(2/β)!
((1−m)τ1)

−ω (43)

2) The second integral∫ ∞
L−1
Lr
x

rjL
m+1
rj

drj =

∫ ∞
(rβ+ log(x)

α )
1/β
rj exp(−α(m+ 1)rβj )drj

=
1

β

∫ ∞
rβ+

log(x)
α

u2/β−1 exp(−α(m+ 1)u)du

=
1

β
(α(m+ 1))−2/βΓ

(
2

β
, (m+ 1)τx

)
(44)

=
1

β
(α(m+ 1))−2/β exp (−(m+ 1)τx)U

(
1− 2

β
, 1− 2

β
, (m+ 1)τx

)
(45)

where Equation 44 is obtained by following [36, p.346] and Γ (x, y) is the upper incomplete gamma

function; Equation 45 follows the relationship between the incomplete gamma function and the
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confluent hypergeometric function of the second kind U [35].

• When 2/β is an integer, the incomplete gamma function can be computed as Γ(n + 1, z) =

n!e−z
∑n+1

k=1
zk−1

(k−1)! . Hence, the integral becomes

∫ ∞
L−1
Lr
x

rjL
m
rj
drj =

β (2/β − 1)!x−(m+1)

(α(m+ 1))2/β
exp

(
−(m+ 1)αrβ

) 2/β∑
u=1

(m+ 1)u−1τux
(u− 1)!

(46)

in which Equation 46 follows the binomial expansion.

Substituting Equations 42 and 45 into Equation 9 and change the sum index from (0,M ) to

(1,M + 1), we get the first case (x > 0) of Equation 23. The result for x > 0 in Equation 24

is obtained by substituting Equations 42 and 46 into Equation 9.

3) The third integral for x < 0 can be computed in the same manner for the second one, i.e. by letting

x = 1.
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